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Foreword

« This presentation contains a collection of best practices for
wrnhng hughﬂ}{ narformant LabVIEW mnnlmahmm: ag learnad
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by top Lab‘@JIEW developers at Sgﬁa@%}{ and presented in
pure academic form for the benefit of the greater LabVIEW
cormmunity.

* This presentation does not contain any information specific
to SpaceX in order to remain in compliance with ITAR
regulations.

« This presentation is not an official marketing cutreach of
SpaceX, but has received approval from the Marketing and
Communication office for use in the 2017 CLA Summit.
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SpaceX regularly challenges LabVIEW in terms of functionality, performance, and scalability.
Many of the patches released for LabVIEW 2013 and 2015 have been in direct support of
SpaceX. Thank you to LabVIEW R&D for their support.



Characterizing Ground Software

« Automation for Test, Launch, and Mission Ops
Primary User Interface for Operators

Industrial Control of Ground Support Equipment
Data Aggregation, Processing, Distribution

L 3

*

Distributed Architecture
Heavy OOP
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LV: Tortoise or Hare? A .
VAR

» G allows us to be prolific SW developers

* But LabVIEW carries a lot of baggage and getting
high performance can be...tricky.

LabVIEW Internal Waring Reporter | b ﬂ rw > Build Errors [- [B]x]
| PP r——

During the last run of LabVIEW/ 2015, one or more internal warnings were reported. 1 Possible reasons

g . . ror has occurred. Expand the Details section & | L
g » Class Property Dialog Timeout e infomation. =

We apologize for the inconvenience

@ oo o Save Al (this Class)

and fix this problem by

Please help us improve LabVIEW by sharing this report with National
Instruments.

Hed
s mmmoennsnd *  DON't Save All, Really... -
Version: 12.0 (32:6) A . 9 P
comments + Dirty Dot again?
300941082992 « Diff n’ Merae £ - :
1 e < it the Request SUpport page at ni.comjask to a
Eror | o CLI’) arn more about resolving this problem. Use
e L g following information as a reference:
) GDI ||m|tat|0ns or 8 occurred at Copy in
Emai address n case NI needs to conta{ _Engine_Copy_Error_Files.vi-
O ong tg_Appkat:lon.lvdass:Copy_E(vov__Fies.vi-
Vewfegot  ReportD: 92190264 _Application.lvclass:Copy_Files.vi- o
3/412018 SemhLace 02 ‘H Ignore Item a




Strategy for Performant Code A .

« Understand the requirements

« Control the environment

« Know the tricks to write fast code
« Monitor for hot spots

» Test code
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This presentation will focus on managing the risk associated with LabVIEW performance
and touch on issues to help reduce risk of failures through real-time metrics analysis. An
entirely separate presentation could be written to discuss managing the risks associated
with some of the problems listed on the previous slide.



Understand the Requirements

* Performance %(‘

« Opportunities for Parallelism \ -
— Think scalability, redundancy?

+ Interfaces

» Shared resources

+ Don’t make the wrong thing...really fast

« Only optimize where necessary

mm\%‘»&fh R e 3 i hi % # Mmmtm mmﬁmw&mmm mﬁmmw
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Throughput, latency, jitter



Control the Environment

« Standardize
— Supnorted hardware targets
« Minimum RAKM, CPU, NICs, 88Dz, RAIDs, efo...
— 8 + driver + app Images
« g Disable SVN lcon Overiay Caching
o g OpenGL driver version
- BIOS/driver setlings
* Power-save settings
+ NIC teaming
+ Isolate the networks if possible
— Virtual LANs
— Disable Automatic Updates
— Talk about Group Policy updates with 1T
— Firewall rules
= Need a strong IT team to manage these well
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This is probably the most important slide in this presentation! This is where we’ve had
significant struggles and wins.



Write Fast Code

* Does an algorithm already exist?

« Preallocate memory when possible

* Minimize data copies and coercions”®

» Disable Front Panel Updates

» Avoid polling when possible, use events

« Disable debugging

« For max performance, use clusters instead of classes
» Use IPE instead of Auto-Indexing outputs®

L@j _
2ACEX
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TagBus is a great way to accommodate preallocation and minimize data copies and
coercions

This might be a 2013 bug, or it might be a function of the datatype or dynamic dispatching.
The In Place Algorithm will likely recognize that the output can reuse the input array
memory space, but semantically this is not expressed or promised by this traditional use of
auto indexing inputs and outputs. The diagram on the right, although less concise, does
the express the desired behavior semantically.

Note that the size of the output arrays will be different with the shown implementation,
which basically assumes that if an error occurs the application will be shutting down, so the
change in array size is not significant. You would need to remove the conditional terminal
from the loop on the left in order to guarantee the inputs and outputs match length.



Write Fast Code
* In tight loops

— Preallocate reentrant only, no Dynamic Dlspatch*

— Don'’t lock or test a reference i

H#: Base.lvclass:Method A.vi Block Diagram e - ‘ ltems | Files

File Edit View Project Operate Tools Window Help = @ Baselvclass

—T - — = T T T - i 8" Base.ctl
[>[®] ©[n][@][25][wa[ .+ [15ptDislogFont |~ | 3o+ |[Ta | (65~ | [Eat][+| search L accon
= [ Type
& Read Typewi
Wichida” -} |-[@ Method A Dynamic Dispatch.vi
W Child & P {@ Method Avi
|

14 "Plugin” -}
4 "Unknown", Default ‘t

@ Child Alvclass
| @ Child A.ctl
|@) Child A_Method A static dispatch.vi

[MaGennn Ac: ToT

’ T 75000 Oject not iz propey w1
& e Clas C Pluginivdons . M
(]

File Edit View Project Operate Tools

Items | Files

= @ Class C Plugin.lvclass
- @ Class C Plugin.ctl
|@ Method A Dynamic Dispatch.vi
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Static Dispatch is faster than Dynamic Dispatch by single digit microseconds. If you're
writing code to avoid dynamic dispatch, consider the overhead of that code adds to the
Static Dispatch time. It’s possible that dynamic dispatch is now fast enough that this trick is
no longer required, but in LV2015 | do not believe that to be the case.

Dynamic Dispatch defaults to Shared Clone Reentrancy. Non-reentrant is an option for
Dynamic Dispatch (excludes recursion), but Preallocate Reentrancy is not. Shared
Reentrancy can introduce jitter in an application.

To More Specific can be a potentially expensive operation but in this case it is not because
it is known thanks to the case structure that the object is of the requested type, and the
types are only 1 generation apart from each other. No search down the ancestry required
to find the matching type.

10



Write Fast Code

» Optimize nominal path, don’t optimize error paths
— Minimize error case structures

e Base class Read Type. Block Dagram
ype.: Bock Disgr

e
Tie Gl View Prjac Opeme- Took Window Hlp - .
80 TopDuogFort 1~ 1o~ ][ [~ [ N g Base.classRead Typevi Blocs = = e
Why File Edit View Project Operate Tools
: ey ]

> [®]

in pronerty nodes anvwav
I\Ir.l Pl vr.l\.ll \.J LA AT AL ) l]"u]
‘
[l = = Child Advelass § Tye
] ryve I
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Although unused, error terminals are required on this Read Accessor in order to make the
accessor callable in a property node.

Consider modifying the Read Accessor template VI in the resource folder in order to change
the default construction of this VI.



— Set

Write Fast Code

+ Set Control By Index

values by reference without using a reference

— Runs in Execution Thread, not Ul Thread

gmwww

»[®|@n]

File Edit View VProject Operate

- s

pvi Block Diagram

Control to Set SetTo Value pject Operate Tools Window Help
[*] search A |[?]

1] [@][25] [wa[* 2 [ 15pt Dialog Font ~ |[3o |[Ga~ | [60~ |[oa8]

Set Me g2
SetMe " | tooooooooooooooooooooos D000 00000000000000000000000
121 [PEEZ]]set Me
- (0] "Control to Set”, "Set To Value" ¥
d i) J 4 foFp ~] Control to Set ~ Set To Value
[eThs i [ Control] @j
| Control|H i ; {9 5
2 I £ e | SR -
Label.Text ¥ ) @
C T,
m Source
D000000000000000000000000000

D00 000000000 0000000000000000000
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Available since 2013
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Write Fast Code

» Variant Attribute Index Lookup

+ Typecasting variants is expensive

» Use VLUT to store element
indices, not elements. Aka hash.

— Speedup depends on size of
elements. @

o b= 2 | |element

+ Can’t remove elements from the array without rebuilding the
VLUT @&

= [ the slements will be modifiedideleted and yvou don't need sfomisily asross the
] o mevmmiblar scnseadieey o R 1 MM ~F TR
vuUI1o1Iuci \challll\d aviLui 1w N

5

VI

Ul

* LV2017 has Get/Replace Variant Attribute, used in combination
with To/From Variant might change my recommendations here.

o
. ? oo o Ollo =
31412018 13 Eek{= 2 "

We haven’t upgraded to LV2016 or 2017 yet, so | haven’t experimented with the new IPE
nodes yet. Allen Smith suggests this will likely be more beneficial if you’re using nested
attributes.

1
0




Write Fast Code

* Preallocate Queues

Consumer Loop
_

3/4/2018 14
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Queues amortize their growth by allocating memory in increasing-sized blocks. Therefore
the next enqueue operation might require a memory allocation to make room for the new
element. Preallocating the queue prevents jitter because no memory allocation will occur
during execution.



Writing Fast Code

* Swap Primitive
— More efficient to dissect the data out of the cluster,
operate on it standalone, then inject back into cluster.
— Think of this is as a mulli-diagram IPE

Clusterin ot [ 22 ] B [Array] [2rray [# p=pEaz]]| Cluster out

fo o2 Tm’
too much code for1 screen

nnnnnnnnnnnnnnnnn

X
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Write Fast Code

* Limit static events

» Filter excess dynamic evenis
* View > Event Inspector Window

Static Events

Dynamics Events

1 instances

* sPACEX

16



Write Fast Code

* Inline (beware: stale links, increased load time)

De-normalize data structures and tasks

— Line delimited string instead of array of strings, or
track integer pointers into a single string

— Too many LabVIEW tasks causes thrashing

Minimize references, use data flow

Down-sample when possible

Buffer where appropriate

Allocate modules to different Execution Systems*

As a last resort, consider using different VI priorities

.

-

»

*

-
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Make sure all dependencies are reentrant to ensure execution does not synchronize across
Execution Systems.

17



Write Fast Code

+ Segment and prioritize data
— Control parameters
— Engineering review data
— High speed dynamics data

» Choose fast data storage
— Spool large amounts of data to disk in binary format
— Insert into SQL for fast random access

» Save readable formats like json for external
interfaces

3/4/2018 18
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Not all data is created equal. Prioritize your data by keeping it separated from less
important data.

18



Optimize Fast Code

* Tools >
— Profile > Show Buffer Allocations, “Hide the Dots”
— Profile > Performance and Memory
— Profile > Buffer Allocations

* Desktop Execution Trace Toolkit

— Shows memory allocations, collected references, and
much more
— Tends to be information overload for large apps

» Use User-Defined Trace Events to bookend areas of
interest

3/4/2018 19
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Monitor Hot Spots

* Generate run-time metrics
— Establish a naming convention®
« Raise alarms for operator awareness

drops, NIC negotiated rates

3/4/2018 20

* Monitor trends over time, automate if possible
« |IT monitoring of assets such as switch port packet

SPACEX

Naming convention might include things like
<source>.<measurement>_<value>_<valueunit>_<rateunit>

20



Generating Metrics

* Execution times
— Use High Precision Timer

o\

— Report metrics at a slow rate using avg/max, per sec
— Use absolute counts to report notable events

« Queue sizes
— Max queue size, per sec
- Overflows, total count

3/4/2018
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Generating Metrics

* Network Traffic
— packets/bvtes reads/writes per sec

e A o a5 o

= MIC utilization

®

CPU utilization for host and process

= Disk
— Space remaining
— Bytes readfunrite per sec

®

Number of clients/references

Avamisd TN
= ST TWLAT

« .MET Performance Counters are great

3/4/2018 22
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Generating Metrics

» Typical Producer/Consumer
* What metrics might we want to track?

Producer Loop

=7

stop[TEH

Consumer Loop

iob queue

I nominal loop time

T00000000000000

process data

0000000000000 00

23



Producer Loop

-

runtime events
job overflows.

2 job overflows e — job overflows

B AF f .
packet count "' [ pecket count j|——ft>— packet count|
o] =t [ ]
o

L
lencapsulate in class!

stop[TER

7]

(Animation is covering diagrams here)
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Test code =(

* “Nobody can predict the LabVIEW compiler” - NI
 [f performance is a requirement, always verify it.

» VI Analyzer

« Smart Benchmarks (o. nattinger, siides 14-17)

» Unit tests {performance tests?)

« End-to-End stress tests (automated?)
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Final Thoughts

Avoid Parallel For Loops ,
EE
Avoid Formula and Expression Nodes ™, i i

" 71,}" —

®

Listbox/table color bloom

»

Mark as Modifier

— Setting this on a plugin interface abstract method may
improve runtime performance when dynamic
dispatching on plugins that modify data.

[t

error in (no error)]ﬁ S & ot o] =

myPlugininterface in = 0BT ]| myPlugininterface out

il D525 | errOT QUL

3/4/2018
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I've experienced too many problems with run-time crashes using Parallel For Loops to make
them desirable to you. I've also seen Parallel For Loops run slower than just sequentially
running through all of the elements, even if it didn’t crash

Color Bloom technique is the idea that when a user is scrolling through a table or a listbox,
his eye is probably on ~ the middle of the table. Therefore, when coloring the rows or text
of that table/listbox, color bloom is a technique coined by TurboPhil that describes coloring
the middle row first, then alternating above and below rows, moving out towards the top
and bottom.

26



What do you think?

« Send feedback to Nate.Moehring@SpaceX.com
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So is LabVIEW a Tortoise or a Hare?

27



